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Allinea Performance Reports

Simple to use tool to get an performance overview

 mpiexec -> perf-report mpiexec ...
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Allinea Performance Reports
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Instrumentation wrapper

Adapters

Score-P measurement infrastructure

Online 
interface

Event traces (OTF2)

Vampir Scalasca PeriscopeTAU

Hardware counter (PAPI, rusage)

Call-path profiles 
(CUBE4, TAU)

MPI

Compiler
TAU

instrumentor
OPARI 2 User

UserPOMP2TAUCompiler

Score-P: A Unified 

Measurement System
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Score-P

 Supports Tracing and Profiling

 Uses direct instrumentation

 It also  supports C/C++ and Fortran with MPI, OpenMP and hybrid 

codes. 

 Useful for large scale applications.

Usage:

1. Precede your compiler command with scorep

icc test.c –openmp –o a.out  scorep icc test.c –openmp –o a.out

mpicc test.c –openmp –o a.out  scorep mpicc test.c –openmp –o a.out

2.a Run your application as usual to generate a profile

2.b Set SCOREP_ENABLE_TRACING=true, SCOREP_ENABLE_PROFILING=false 

and run the application for a trace.

3. Analyze the data in scorep-XXXXXX 
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Performance API (PAPI)

 Standard API to access hardware counters

 provides access to a set of hardware counters with standardized names and 

over a standardized interface

 used in many tools for hardware counter access (also in Score-P)

 papi_avail provides a list of available counters

 allows also to measure counters to get MFLOPS 

developed at:

http://www.utk.edu/
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Vampir – Function Summary

 Overview of the total time spend in functions.

 Time spend in MPI with sending or receiving messages can be seen.

 Change Event Category to “Function” to split the “Function Groups” 

and get more details.
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Vampir - Timeline

 The Timeline gives a detailed 

view of all events.

 Regions and Messages of all 

Processes and Threads are 

shown.

 Zoom horizontal or vertical for 

more detailed information.

 Click on a message or region for 

specific details.
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Vampir – Communication Matrix

 Different Views:

 Aggregated message 

volume

 Min/Max message size

 Average message size

 Min/Max/Avg transfer 

time

….

 MPI Communication Matrix for Point to Point Messages

 Overview over the communication behavior of the application

 Coupled with timeline view
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Vampir – Process Timeline

 The callstack can give even more information on the functions 

called on every thread/process.
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Scalasca – Cube Data Browser

31 2
1. Metric tree
2. Call tree
3. Topology tree

All views are coupled 
from left to right:
1. choose a metric
-> this metric is shown 
for all functions
2. choose a function
-> the right view 
shows the distribution 
over processes

Total execution 
time is 32 sec.

Out of these 4.4 
sec. are spent in 
MPI_Init().

Out of these 1.1 
sec is spent by 
every process.
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Scalasca – Metric
Choose display mode:
- Absolute
- own root percentage
- external percentage

Choose metric to display, like 
time or number of visits.
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Scalasca – Call Tree

Choose display mode:
- Absolute
- own root percentage
- metric root percentage
- metric selection percentage
- external percentage

Choose a function to display.

Expand or collapse functions.

Values are color coded in the 
tree nodes to help finding the 
hotspots.
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Scalasca – System View

See different compute nodes, 
processes and threads.

Expand or collapse nodes.

Choose display mode:
- Absolute
- own root percentage
- metric root percentage
- metric selection percentage
- call root percentage
- call selection percentage
- external percentage



Non-Intel Tools on Claix

Dirk Schmidl | IT Center der RWTH Aachen University
15

Automatic Pattern 

Detection with Scalasca

 For large scale applications visualizing traces might be to much 

information.

 Aggregating everything in a profile might lose important information

 Scalasca allows to search for performance problems automatically.

 By rerunning the trace and comparing the time stamps, several 

situations can be automatically detected.

Example: The late-sender pattern

 The time lost through this problem (red arrow) is accumulated over 

the complete run and stored in a profile.



Non-Intel Tools on Claix

Dirk Schmidl | IT Center der RWTH Aachen University
16

Automatic Pattern 

Detection with Scalasca

 Many patterns can be detected, like:

Computational load imbalance:

OpenMP management

time:



Non-Intel Tools on Claix

Dirk Schmidl | IT Center der RWTH Aachen University
17

Scalasca - Traces

Communication problems like a 
Late Sender can also be detected.
An online description explains all 
detected problems.


