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Meeting Chat

▪ Please send chats to Everyone
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Agenda

▪ Part I – Parallel Computing with MATLAB on the Desktop

– Parallel Computing Toolbox

▪ Part II – Scaling MATLAB to CLAIX

– MATLAB Parallel Server
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– Parallel Computing Toolbox
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Overview

▪ How to configure MATLAB to submit remote jobs to the CLAIX Cluster

▪ The job submission workflow

▪ Ways to tune job submissions to the cluster

▪ How to optimize job submissions

▪ Troubleshooting job submission techniques

▪ Best practices for rehosting code onto the cluster
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A note about today’s workshop…

▪ The workflow and examples are about process, not performance

▪ MATLAB Getting Started Guide

– https://help.itc.rwth-

aachen.de/en/service/rhr4fjjutttf/article/271f660b911f4d9d9812cd7405785b77/

▪ Requirements
❑ MATLAB and Parallel Computing Toolbox 

❑ (Must match versions installed on the cluster)

❑ Account on CLAIX

❑ [Optional] VPN for off-campus connectivity

https://help.itc.rwth-aachen.de/en/service/rhr4fjjutttf/article/271f660b911f4d9d9812cd7405785b77/
https://help.itc.rwth-aachen.de/en/service/rhr4fjjutttf/article/271f660b911f4d9d9812cd7405785b77/
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VPN – Required for Off-Campus Cluster Access
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Desktop vs on-cluster submission

▪ Today’s workshop will focus on desktop submission

▪ For on-cluster submissions, remote desktops are available via Fast-X.  
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#SLURM …

module load matlab

matlab …

#SLURM …

module load matlab

matlab …

Scaling MATLAB to CLAIX

>> job1 = batch( );

>> job2 = batch( );

Your machine Cluster
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Known Issues

▪ Issue with large number of workers.  Only exists in the following releases

– R2021b: Workaround using Java file mirroring

– R2022b: Fixed

▪ Issue with time stamp being out of sync with cluster.  

– R2022b: Fixed
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Profiles

“How does MATLAB know about 

the CLAIX cluster?”
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Download Instructions

▪ https://tinyurl.com/RWTH-Aachen-PCT

▪ Right-click on file and select Download

https://tinyurl.com/RWTH-Aachen-PCT


14

Install files – Windows
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Install files – Windows
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Install files – Windows
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Install files – Linux/macOS
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Configure MATLAB to create CLAIX profile

Set to YOUR

user-id
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Set required job parameters
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New CLAIX profile

Only call configCluster once per version of MATLAB
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MATLAB job submitters

▪ parpool

– 1 single session at a time

– Synchronous execution, therefore, 

MATLAB client continuously running

– Directly runs parfor, parfeval, 

and spmd

https://www.mathworks.com/help/parallel-computing/parpool.html

▪ batch

– Multiple submissions

– Non-blocking

– Calls top-level function or script

– Requires API to extract results

https://www.mathworks.com/help/parallel-computing/batch.html

https://www.mathworks.com/help/parallel-computing/parpool.html
https://www.mathworks.com/help/parallel-computing/batch.html
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Exercise: “Hello, World!”

If no profile is supplied to parcluster, use the default profile

#SBATCH …

module load matlab

matlab …



33

Exercise: “Hello, World!”

job variable 

job submitter

function to call

number of expected outputs from the function

inputs to the function additional job options

If no profile is supplied to parcluster, use the default profile
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Multifactor Cluster Access

Enter password Enter MFA code 



39

Fetching results
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Benign warning if CurrentFolder isn’t set
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Change directories to workshop
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Exercise: Calculate 𝜋 
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Calculate 𝜋 



46

Calculate 𝜋
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How should you start a local parallel pool?

▪ Call parpool from code or the Command Window

▪ Have MATLAB automatically start a parallel pool if it hasn’t already started

▪ From the lower lefthand corner
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Where should you start a parallel pool?

X

“What will happen 

the next time you run 

this code?”
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Interactive parallel pool is disabled for R2022b and older 
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Interactive parallel pool can error in R2023a and newer
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Then how do I tell the cluster my job needs a parallel pool?
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Submit calc_pi job

“If my Pool is size 16, why am I requesting 17 tasks?”
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Fetch the results

“Where’s the 

output?”
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What gets “returned”?

▪ Function output

▪ Diary

▪ Saved files
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Example
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Job submission
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Fetch output

“Where’s A?”
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Diary
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Sample Diary – calc_pi_with_spmd
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Save files

“Where does RESULTS 

get written to?”

“Is there a way we could pull

the file back to our machine?”
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FileStore (1)

Same file

“look-up key”
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FileStore (2)
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“Who needs threads?...”
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Single threaded vs multi-threaded
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batchsim: Can I only run MATLAB?  What about Simulink?
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Other settable job properties
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GPUs
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gpuDevice
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gpuDevice - macOS
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gpuDeviceTable - macOS
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Tesla V100
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Example: mandelbrot (1)
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Example: mandelbrot (2)

>> calc_mandelbrot
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Example: mandelbrot (3)

>> mandelbrot_example



79

GPU benchmarking with FFT
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Matrix sizes
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FFT 65536 x 65536 
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FFT 65536 x 65536
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FFT 16384 x 16384



84

Unset GPU resources when done



85

Submitting scripts, instead of functions
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Loading variables to local workspace

“If we cleared z, then why

does who display it? 

And I didn’t 
need temp!

“I’ll pass all the variables in

your local workspace to all

of the workers.  Then I’ll pass

everything the workers 

generate and pass it back to 

your local workspace.”
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The cost of transferring unnecessary data

*Connected over VPN – submitting from Massachusetts to Aachen
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Adding files to the job (1)

▪ AutoAddClientPath

– Set to false if you have added your own local paths to the MATLAB client path

▪ AutoAttachFiles

– Useful for small number, often changing files

▪ AttachedFiles

– List files not automatically added to the job (e.g., binary files)

▪ AdditionalPaths

– List absolute paths on the cluster (include subdirectories if needed)



89

Adding files to the job (2)

▪ AttachedFiles

– Files or folders to be transferred from your client to the workers 

– For small files not already staged on the cluster
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Adding files to the job (3)

▪ AdditionalPaths

– Paths added to the MATLAB search path of the workers before the script or function 

executes

– Used to make data already staged on the cluster ‘visible’ to the workers
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Should I send files with the job?

▪ By default, each job will copy all required files

– How many jobs are you going to submit?

– How large, in totality, are your files?

– Do your files change a lot?
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When has my job run and finished?
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Retrieving past jobs
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Keep cluster clean: delete jobs

▪ As a good practice, delete jobs you no longer need anymore
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Debugging and Troubleshooting
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Be aware of version support…
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Example: Errored jobs (1)
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Example: Errored jobs (2)
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Example: Errored jobs (3)
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Logfile: Single core job
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Logfile: Multi-core job
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Scheduler ID
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Designing Robust Code
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From Coding to Cluster (1)
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Run it locally
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Run it on the cluster
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Run it on the cluster
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From Coding to Cluster (2)
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Running bulk jobs
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Summary

▪ Prototype running on your desktop machine

▪ Create CLAIX profile (configCluster)

▪ Toggle between local profile (desktop machine) and CLAIX profile (multi-

node)

▪ Tune your job with AdditionalProperties

▪ Best practices for job submission and troubleshooting

▪ Contact HPC Service Desk with questions or issues
– servicedesk@itc.rwth-aachen.de

▪ Who would be interested in 1-1 Coaching?

mailto:servicedesk@itc.rwth-aachen.de
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